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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

1. Auto Correlation Function (ACF) and Properties:
The measure of similarity between a signal x(t) and time delayed form of the same signal, i.e x(t+7)
is called Auto Correlation Function (ACF). It is represented with Rxx(t) and it can be computed

from the formula

o)

Rxx(7) = foo x(H)x(t +1)dt = f x()x(t —v)dt ; if x(t) is aperiodic signal

— 00

1 (T 1 (7
Rxx(t) = lim —J. x()x(t + t)dt = lim —f x()x(t —t)dt; if x(t) is periodic signal
T-oo 2T _r T—oo 2T -T

Properties:
1. Auto Correlation Function Rxx(t) is even function in .
Rxx(—t) = Rxx(1)
2. Total Energy under the signal x(t) can be computed from the Auto Correlation Function
Rxx(1) by substituting 1=0.
E = Rxx(0)
3. Maximum value of Auto Correlation Function Rxx(t) occurs at origin.
Rxx(0) = |Rxx(7)]
4. For an Energy signal, Auto Correlation Function Rxx(t) and Energy Spectral Density yxx(W)

form Fourier Transformable pair.

FT
Rxx(t) Wxx(w)
IFT

Where,
Wxx(w) = FT[Rxx(1)] = f Rxx(t)e Widr

5. For a Power signal, Auto Correlation Function Rxx(t) and Power Spectral Density Sxx(w)

form Fourier Transformable pairs.

FT
Rxx(t) Sxx(w)
IFT

Where,

Sxx(w) = FT[Rxx(7)] = .[wax(T)e"jWTdr
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2. Energy Spectral Density (ESD):

If x(t) is energy signal, and FT[x(t)] = X(w) with Auto Correlation Function Rxx(t), then the
frequency domain of Rxx(t) or the squared magnitude spectrum, i.e. | X(w)|? is called Energy
Spectral Density (ESD) or Energy Density Spectrum (EDS). It is represented with yxx(W) and it can

be computed from the formula;

Wxx(w) = FT[Rxx(7)] = JOORxx(T)e"jWTdT =|Xw) |?

Proof:
We know that for an energy signal, Auto Correlation Function Rxx(t) and Energy Spectral Density
yxx(w) form Fourier Transformable pair. i.e.,

Yxx(w) = FT[Rxx(1)]

= J Rxx(t)e ™ /Wdr

= J_O; <J_Zx(t)x(t + T)dt) e Widr

= .]—_00 x(t) <.[-_O:ox(1 +t) e‘f"”d1> dt

= f x(t)(FT[x(t + t)])dt, apply time shifting property
= f x(t) e/t X (w)dt

= X(w) jmx(t) e/Wtdt
=X(w)X*(w)
=|X(w) |?

= Wxx(w)

Wxx(w) = FT[Rxx(7)] = fooRxx(T)e‘fWTdT = X(w) |?
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3. Power Spectral Density (PSD):

If X(t) is power signal with Auto Correlation Function Rxx(t), then the frequency domain of Rxx(t)

is called Power Spectral Density (PSD) or Power Density Spectrum (PDS). It is represented with

Sxx(w) and it can be computed from the formula;

Sxx(w) = FT[Rxx(7)] = fooRxx(T)e_jWTdr

4. Parseval’s Theorem:

If x(t) is energy signal and FT[x(t) ] = X(w), then the total energy under the signal x(t) can be

computed from x(t) as well as X(w) by using the following relation is called Parseval’s theorem.

E= jwlx(t) |2dt=ijw|X(w) 2 dw
—00 21 —00

Proof:

We know that the total Energy under the signal x(t) can be computed from the formula

E= fool x(t) |?dt

= wa(t)x*(t)dt;IFT[X(W)] =x(t) = %ij(w)ejwtdw

_ f 0 <% f OOX(W)ethdW> dt
_ f 0 <% f OOX*(W)e‘thdW> dt
= %j:X*(W) (f:x(t)e‘j""tdt > dw
— N *

= %J;wX (W)FT[x(t)]dw

— 1 " *
= %J;wX w)X(w)dw

_1JOO|X |2d
=) (w) |#dw

E=fw|x(t) IzdtziJwIX(w) 12 dw
o 2w )_,
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem
5. Cross Correlation Function (CCF) and Properties:
The measure of similarity between a signal x(t) and time delayed form of another signal y(t), i.e
y(t+1) is called Cross Correlation Function (CCF). It is represented with Rxy(t) and it can be
computed from the formula

Rxy(t) = .[ x(®)y(t +1)dt; if x(t) and y(t) are aperiodic signal

1 T
Rxy(1) = 'Ill—l;goﬁf x(®)y(t+ v)dt; if x(t) and y(t) are periodic signal
=T

Properties:
1. If x(t) and y(t) are orthogonal signals, then the Cross Correlation Function Rxy(7) is zero.
Rxy(t) =0
or
Ryx(t) =0

2. Relation between Cross Correlation Functions Rxy(t) and Ryx(t) is

Rxy(—1) = Ryx(1)
or

Rxy(7) = Ryx(-1)

3. Maximum value of the Cross Correlation Function Rxy(t) occurs at the arithmetic mean of
Rxx(0) and Ryy(0).

Rxx(0) + Ryy(0)
2

2 |Rxy(7)|

4. Maximum value of the Cross Correlation Function Rxy(t) occurs at the geometric mean of
Rxx(0) and Ryy(0).

VRxx(0)Ryy(0) = |Rxy(7)|
It is Schwartz inequality.
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6. Relation between Convolution and Correlation:

>

Convolution and Correlation are two similar and different operations, which is used in almost
all signal processing applications to analyze signals and systems in both the time and
frequency domains.

Convolution operation includes four different operations, namely Folding, Shifting,
Multiplication and Integration in the case of continues time signals/ Summation in the case of
discrete time signals.

Convolution in continuous time domain can be computed from the formula.

Oy = [ x@ye-a

The measure of similarity between a signal x(t) and time delayed form of the same signal, or
a different signal y(t) is called Correlation, which includes three different operations, namely
Shifting, Multiplication and Integration in the case of continues time signals/ Summation in
the case of discrete time signals.

The measure of similarity between a signal x(t) and time delayed form of the same signal, i.e
x(t+7) is called Auto Correlation Function (ACF). It is represented with Rxx(t) and it can be

computed from the formula
Rxx(t) = J x()x(t + v)dt

The measure of similarity between a signal x(t) and time delayed form of another signal y(t),
i.e y(t+7) is called Cross Correlation Function (CCF). It is represented with Rxy(t) and it can

be computed from the formula

Rxy(t) = ij(t)y(t + 17)dt

It is clear from the above analysis that the folding is one extra operation which included in
the convolution operation.
If the second signal y(t) is even, i.e., y(-t)=y(t), then the convolution and correlation

operations are same.

x(t) xy(t) = Rxy(r),if y(t) is even

and

x(t) xy(t) # Rxy(t),if y(t) is not even
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7. Detection of Periodic Signals in the presence of Noise by Correlation:

>

We know that for a distortion less communication system, the output wave shape is exact
replica of input wave shape.

If the noise is added in the communication system, then output may be corrupted or distorted.
Now the task is to analyze the system to detect the signal by using correlation functions.

Let a periodic signal x(t) is transmitted through a communication system and assume the

noise n(t) is added and produces an output of y(t).

x(t) —— Communication System ——— y(t) = x(t) + n(t)

Detection of a periodic signal x(t) in the presence of noise n(t) can be analyzed by using auto
correlation and cross correlation functions.
We know that the noise n(t) is random in nature, hence the correlation between a periodic

signal x(t) and noise n(t) is zero. i.e. cross correlation between x(t) and n(t) is zero.

1 T
Rxn(t) = Tll_r)gloﬁf x(tn(t—1)dt =0
-T

Now evaluate the auto correlation function of response of a system, y(t) = x(t) + n(t).
T

Ryy(@) = lim — [ y(0y(t - Dt

T-0 2T )_,

= Tll_r)go% _T[x(t) +n(t)][x(t —1) +n(t —1)]dt

= lim i ' [x(O)x(t —1) + x()n(t — 1) + n(t)x(t — 1) + n(t)n(t — 7)]dt
T-0 2T J_;

= Rxx(t) + Rxn(t) + Rnx(t) + Rnn(t); where, Rxn(t) = Rnx(t) =0
= Rxx(t) + Rnn(t)
The noise n(t) is random in nature, and its autocorrelation Rnn(t) is negligible for higher

values of ‘7’. i.e., Rnn(t) = 0.

Ryy(t) = Rxx(t) or y(t) = x(t)

Where Rxx(t) is periodic because x(t) is periodic and Ryy(t) is also periodic because the
noise n(t) is random in nature, and its autocorrelation Rnn(t) is negligible. therefore the

periodic signal x(t) is said to be detected in the presence of noise.
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8. Extraction of Signal from Noise by Filtering:

» We know that the correlation functions are used to detect a signal in the presence of noise.

x(t) ——»{ Communication System

— Y(O) =x() +n()

Rxx(t) —— Communication System

— Ryy(7)

whwre, Ryy(t) = Rxx(t) + Rnn(71)

» Similarly, we can extract the signal from noise by filtering. In general, filters are used to

extract required information and attenuate all other unwanted things. In communication, filter

can be defined as a frequency selective device for various frequencies of signals.

> Based on frequency response, filters are classified into four types.

v Low Pass Filters (LPF)

v High Pass Filters (HPF)
v" Band Pass Filters (BPF)
v Band Stop Filters (BSF)

> Depends on type of application use the filter and apply FT[Ryy(t)] = Syy(w) as input to the

filter and take the output, Sxx(w)=FT[ Rxx(t) ].

Syy(w) ————» Filter

——  SXx(W)

> The ratio between the filter output, Sxx(w) to filter input Syy(w) is called power transfer

function of the filter.
Sxx(w)

HOW)I® = Syy(w)

= Sxx(w) = |[HW)|*Syy(w)

» Computation of Sxx(w) by using above filtering process is called spectral analysis, in this

process all unwanted frequency components are attenuated and produces required signal. This

is called extraction of signal from noise by filtering.
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9. Sampling Theorem:

The process of converting a given continuous time (analog) signal into a discrete time signal is called
sampling or sampling process or sampling theorem.

(A)Graphical Analysis of Sampling Theorem-Impulse Sampling:

Discrete time signal can be obtained from the continuous time or analog signal g(t) by multiplying

train of impulse signal, gs(t) = g(t)drs(t). Itis called ideal sampling or impulse sampling.

g(t) 4
=t
574(t) 4
RN RREE
....... -4Ts -3Ts -2Ts -Ts 0 Ts 2Ts 3Ts 4Ts ..... =t
gs(t 1
....... -4Ts -3Ts -2Ts -Ts [0 Ts ~¥2Ts lSTs rTs t

Where,
g(t) : Given continuous time or analog signal
d1s(t) : Train of impulse with a time period Ts.
gs(t) : Discrete time or sampled form of given g(t)

Ts : Sampling period or Sampling interval

95(8) = 9(O07(0), 615(8) = ) 8(t = nTs)

n=-—owo

= gs(®) = g(®) ) 8(t—nTs)

n=-—ow
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem
(B)Analytical Analysis of Sampling Theorem:

From the graphical analysis of sampling theorem,

95(®) = g(®) ) 8(t~nTs)

n=-—w

Apply Fourier Transform both sides,

= FTlgs 0] = FT|g(®) ), 5(¢ - ”TS)] use FTx (0, (1)) = 0 22 )
= Gs(f)] = FT[g(®)] « FT Z 6(t—nTs)]
= G(f) * = Z f-m)

n_—w

Z G(H) =8 (f ) use x(£) * 8t — to) = x(t — to)

== 2, 6(/ ~7;)
or

=G (N =f ) G —nf)

Nn=-—oo

or

= Gs(w) = wg Z G(w —nwy)

SGW =w Y Cw—nw)=fi ¥ G ~nf) = Y G(f 7o)~~~ (@)

Where,
fs: Sampling frequency or sampling rate in Hz (fs = 1/Ts)

ws: Sampling frequency in rad/sec

Note: That’s the end of graphical and analytical proof for Band Limited Signal under impulse

sampling technique.
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem
(C) Sampling Theorem for Band Limited Signal-Band Pass Sampling:
Now the task is to analyze the spectrum Gs(f) corresponds to the Band Limited sampled signal gs(t)
for the following sampling frequencies by assuming the spectrum of g(t), i.e., G(f) is band limited to
2fm. It is called Band Pass Sampling.

v fs = 2fm; exact sampling

v fs = 3fm (fs > 2fm); over sampling

v' fs =fm (fs < 2fm); under sampling

4 G(f)
G(0)
-fm 0 fm :f
(a)fs=2fm 4 Gs(f) = fs Xn=—u G(f — nfs)
-5fm  -4fm -3fm  -fs=-2fm  -fm 0 fm fs=2fm 3fm 4fm 5fm :f
(b)fs=3fm; fs>2fm 4 Gs(f) = fs Xn=—oe G(f —1f)
afm_ fo=-3fm__ -2fm___-fm 2fm fs=3fm _ 4fm %t
(c)fs=fm; fs<2fm 4 Gs(f) = fs Ln=—u G(f —1f5)
afm . 3fm 2fm fs—fm [0 fs=fm _ 2fm _ 3fm ___ 4fm *t
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem
(D) Reconstruction of Signal from its Samples:
It is clear from the above spectral analysis.

» If the sampling frequency, fs =2fm, then all the replicas of G(f) involved in the construction
of Gs(f) and there is no problem in recovering the original signal g(t) from its sampled
version gs(t). In this case, reconstruction of signal from its samples is possible.

» If the sampling frequency, fs =3fm, i.e., fs > 3fm, then all the replicas of G(f) involved in the
construction of Gs(f) and there is no problem in recovering the original signal g(t) from its
sampled version gs(t). In this case also, reconstruction of signal from its samples is possible.

» If the sampling frequency, fs =fm, i.e., fs < 2fm, then the replicas of Gs(f) may be overlapped
and the original signal g(t) can’t be recovered exactly from its sampled version of gs(t). In

this case, reconstruction of signal from its samples is not possible.

(E) Statement of Sampling Theorem:
A band limited signal of finite energy can be completely reconstructed from its samples when the
samples taken at the rate of fs > 2fm samples/sec or it can be completely reconstructed when the

sampling interval Ts < 1/2fm.

Where,
fm : Message Bandwidth
fs : Nyquist Rate (fs = 2fm)

Ts : Nyquist Interval (Ts = 1/fs = 1/2fm)

(F) Effect of under Sampling-Aliasing Effect:
» If the sampling frequency (fs) or sampling rate (1/Ts) is equal to or exceeds the Nyquist rate
(2fm), then all the replicas of G(f) involved in the construction of Gs(f) and there is no

problem in recovering the original signal g(t) from its sampled version gs(t).

> Ifthe sampling frequency (fs) or sampling rate (1/Ts) is less than the Nyquist rate (2fm), then
the replicas of Gs(f) may be overlapped and the original signal g(t) can’t be recovered exactly
from its sampled version of gs(t). The loss of information due to this sampling process is
called aliasing effect.

» To avoid aliasing, take the sampling frequency fs > 2fm or the sampling period Ts < 1/2fm.
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(G) Natural and Flat Top Sampling:
>

Correlation and Sampling Theorem

In the case of ideal or impulse sampling, width of each impulse is negligible. Hence impulse

sampling is practically not possible, that’s why natural and flat top sampling techniques are

used in digital communication.

impulse.

In the case of both natural and flat top sampling, the train of pulse is used instead of train of

Graphical analysis of natural sampling process as shown, where, s(t)=g(t) c(t).

g(t) 4
Tt
C(t) A
....... -4Ts -3Ts -2Ts -Ts [0 Ts 2Ts 3Ts 4Ts ... t
st) 1
....... 4Ts 3Ts 2Ts -Ts [0 Ts \IZJQFT;I“U t
Where,
g(t) : Given continuous time or analog signal
c(t)  : Train of pulse with a duration T
s(t)  : Natural sampled signal
Ts - Sampling period or sampling interval
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» Graphical analysis of flat top sampling process as shown, where, s(t)=g(t) c(t).

g(t) 4
Tt
c(t)
....... -4Ts -3Ts -2Ts -Ts [0 Ts 2Ts 3Ts 4Ts ... Tt
st) 1
....... -4Ts -3Ts -2Ts -Ts 0 Ts 2 Ts|3Ts |47 t
Where,
g(t) : Given continuous time or analog signal
c(t)  : Train of pulse with a duration T
s(t)  : Flat top sampled signal
Ts - Sampling period or sampling interval
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10. Solved Problem:
(1) Evaluate (a)Auto Correlation Function Rxx(t) (b)Energy Spectral Density wyxx(w) of

aperiodic signal, x(t)=ke2tu(t).
(a) Auto Correlation Function:

Rxx(t) = f_oox(t)x(t + 7)dt
= .[_oo ke~u(t)ke Dy (t + 1)dt
= k? .[_ooe_ate_ate_mu(t)u(t + 7)dt
= k?e™% f_me‘zatu(t)u(t +0)dt;u(®)=1,t>0&u(t+1t)=1,t> -1

Case — L:If t <O, thenu(u(t+17)=1for—t<t< ™

Rxx(7) = kze_‘”f e~ 2atqt
-7

—2at | ©

e
—2a

— kze—ar

—T
- __ ,2at
— kze—ar e e
—2a

5 _aTO_eZar
= ke " ——
—2a

2

=%€at,’[ <0

Case — 1:If t > 0,thenu(u(t+1) =1for0 <t < o
Rxx(7) = kze“”f e~2atqt
0

—2at |°

e

— k2 —at
¢ —2a

0

e™® —¢f
— kze—ar
—2a

0—-1
—2a

— kze—ar

=—e T 1>0
2a
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k2
Z aT,T<0
Rxx(7) = 2
ze“”,r>0
or
k2 2
R — _ ,at.(_ . ,—art
xx(7) 2ae u( T)+2ae u(7)
or
k2
R — _ ,—altl
xx(1) 556

Rxx(1)
k2 A
2a
0 > T
(b) Energy Spectral Density:
WYxx(w) = FT[Rxx(7)]
k2 ||
— __p—alt
FT lZa e l
k2
= —alt|
> FT[e~@]
_k* 2a
- 2aa?+ w?
k2
T a2+ w?
Wxx(w)
K2/
0 =W
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(2) Evaluate (a)Auto Correlation Function Rxx(t) (b)Power Spectral Density Sxx(w) of
periodic signal, x(t) = ACos(wot+0).

(a) Auto Correlation Function:

1 T
Rxx(1) = 'Il"l—l;goﬁf x()x(t + t)dt
-T

1 T
= lim — | ACos(wyt + 6)ACos(wy(t + T) + 6)dt
T—-oo ZT T
A? 1 (T
= ?’Il"l—l;lc;loﬁ i ZCos(wot + 8)Cos(wyt + wyT + 0)dt
A2
= 7T11_1)1010ﬁj (Cos(Qwyt + woT + 20) + Cos(wyT))dt
AZ 1 T T
=— lim - j Cos(2wyt + wyt + 20)dt + f Cos(wyt) dt
4 TooT\J 1 -T
2 1
= TTh—IEoT(O + 2T Cos(wqT))
AZ
= Y}i_{go(COS(WOT))
2
= 7COS(W0T)
Rxx(7)
A
A2

ANAN \WWANAW
VARVARVARV/

(b) Power Spectral Density:
Sxx(w) = FT[Rxx(7)]

AZ
=FT [7 Cos(wyT)

AZ
== FT[Cos(wyT)]

= ﬂ(c?(w +wy) +(w— WO))
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(3) Evaluate (a)Auto Correlation Function Rxx(t) (b)Power Spectral Density Sxx(w) of
periodic signal, x(t) = ASin(wot+0).

(a) Auto Correlation Function:

1 T
Rxx(1) = 'Il"l—l;goﬁf x()x(t + t)dt
-T

1 T
= lim — | ASin(wyt + 0)ASin(wy(t + 1) + 0)dt
T—-oo ZT T
A? 1 (T
= ?’Il"l—l;lc;loﬁ i ZSin(WOt + 0)Sin(wot + wyt + 0)dt
A2
= 7Thm —j (Cos(wyT) — Cos(2wyt + woT + 20)+)dt
AZ 1 T T
= — lim = j Cos(wyT) dt — j Cos(2wyt + wyt + 26)dt
4 TooT\J 1 -T

A? 1
=— lim = (2TCos(wyt) — 0)

4 T-oT

AZ
= Y}i_{go(COS(WOT))

2
= Cos(w,T)
Rxx(7)
A
A?[2

ANAN \WWANAW
VARVARVARV/

(b) Power Spectral Density:
Sxx(w) = FT[Rxx(7)]

AZ
=FT [7 Cos(wyT)

AZ
== FT[Cos(wyT)]

mA?
= —(5(W +wy) +(w— WO))
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(4) Verify the Parseval’s theorem for a signal x(t) = 3e™?u(t)

We know that, FT[x(t)] = X(w) = FT[3e *u(t)] = 2T w

o0 1 o0
Parsevall’s Theorem,E = f | x(¢) |2dt = E,f | X(w) |? dw

LHS =f | 3e~%tu(t)|?dt

= f 9e~4tdt
0

- (0]
e4t

=9

9
4

o0

RHS—1 )
2wl 12+ jw

1”9
S 2m)_ 4+ w?
_9f°° 1 d
S 2m)_ 22 + w2 v

91 w‘”

dw

dw

=——tan"! -

22 2

—0Q0

9
= (tan"! o0 — tan™1(—))

9 /m w
~m(z+2)

_ 9
_41T7T

9

4

LHS = RHS
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Correlation and Sampling Theorem

(5) Evaluate the output of a low pass filter, when the input message signal m(t) = Cos(2nfmt) with

fm = 50Hz is sampled at sampling frequency fs = 40Hz is transmitted through low pass filter with

cutoff frequency fc = 20Hz.

Sampler
m(t) . with ms(t) R
Sampling frequency
M(f) fs=40Hz Ms(®)

Input message signal

Low Pass Filter
with
Cutoff frequency
fc=20Hz

Mo(t)

Mo(f)

m(t) = Cos(2nfit); FT[Cos(wot)] = n((w + wy) + §(w — wy))

=>M(f)=6(f+fm)+6(f—fm)
= 8(f + 50) + 8(f — 50)

Sampled form of M(f)

Ms(f)=fs ) M(f = nfs)

n=—ow

= 40 Z M(f — 40m)

Nn=-—o

= -+ 40M(f + 40) + 40M(f) + 40M(f — 40) + ---
= -+ 408(f + 90) + 405(f — 10) + 405(f + 50) + 405(f — 50)

+408(f + 10) + 405(f — 90) + -

= -+ 40[8(f + 90) + 8(f — 90)] + 40[8(f + 50) + 405(f — 50)]

+40[5(f + 10) + 8(f — 10)] + -

Output of a LPF with cutoff frequency fc=20Hz is

Mo(f) = 40[6(f + 10) + 6(f — 10)]
= my(t) = 40Cos(2m X 10¢t)
= 40Cos(20mt)
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

(6) Evaluate the output of a low pass filter, when the input message signal m(t) = Cos(2zxfmt)

with fm = 50Hz and it is sampled at a sampling frequency fs = 40Hz is transmitted through a

low pass filter with cutoff frequency fc = 40Hz.

mt) Sa:;/r;?r:er ms(® Low F\:\:;llst; Filter mo(®)
Sampling frequency g Cutoff frequency
M® fs=40Hz M() fc=40Hz Mo(f)
Input message signal
m(t) = Cos(2mfp,t)
= M) =6(f+fm)+6(f —fm)
=6(f +50)+ 6(f —50)
Sampled form of M(f)
Ms(f)=fs ) M(f —nfs)
— 40 Z M(f — 40m)
=...+40M(f + 80) + 40M(f + 40) + 40M (f) + 40M(f — 40) + 40M (f — 80)+...

=...+4058(f — 30) + 405(f — 10) + 405(f + 50) + 405(f — 50) + 405(f + 10)

+405(f + 30)
= -+ 40[8(f + 50) + 8(f — 50)] + 40[8(f + 30) + 405(f — 30)]
+40[5(f + 10) + 6(f — 10)]+...

Output of a LPF with cutoff frequency fc= 40Hz is
My(f) =40[6(f +30) + 5(f —30)] +40[6(f + 10) + 6(f — 10)]
= my(t) = 40Cos(2m x 30t) + 40Cos(2m x 10t)

= 40Cos(60mt) + 40Cos(20mt)
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

11. Assignment Questions

1. Evaluate the autocorrelation function Rxx(t) corresponds to the power spectral density
157 + 12w?
Sxx(w) =

(16 + w2)(9 + w?)

2. Evaluate the cross-correlation function, Rxy(t) between the stochastic process X(t) and Y(t),
which has the cross power spectral density
_(1+jw,|w| <1
Sxy(W) = { 0, otherwise

3. A stochastic process X(t) has an autocorrelation function, Ry (7) = 3e2I7l,
(i)Evaluate the power spectral density, Sxx(w).
(if)Draw the power spectrum.
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

12. Quiz Questions

(16) The autocorrelation function of a periodic signal x(t) is
_ 1 T/2

(A) Rux(r) = Lt o[ 1, x(D)x(t + T)dt

(B) Rux(?) = Lt 7 [17) x(©)x(t + D)t

(C) Rux(0) = Lt 7177, x(O)x(—t + )t

(D) Rux(v) = Lt 2 [1) x(@x(~t +7)dt

(19) The measure of similarity between a signal x(t) and delayed form of another signal y(t) is
(A) Convolution

(B) Auto Correlation

(C) Cross Correlation

(D) Energy Spectral Density

(20) Autocorrelation function of aperiodic signal x(t) is
(A) Rex(0) = [, x(Dx(t — T)dt

(B) Rux(r) = [ x(O)x(~t + T)dt

(©) Rux(r) = [ x(D)x(t + T)dt

(D) Ry (@) = [ x(t — D)x(t + T)dt

(23) Cross correlation function between x(t) & y(t) is
(A) Ryy(®) = [~ x(®)y(t — D)dt

(B) Ryy(7) = [ x(Dy(~t + T)dt

(C) Ryy(7) = [ x(D)y(t + T)dt

(D) Ryy (1) = [~ x(t = D)y(t + D)dt

(24) If x(t) and y(t) are orthogonal, then the cross-correlation function is
(A)0

(B)1

©)-1

(D) Infinity
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

(25) Choose the correct property of autocorrelation function
(A) Ryx(—=T) = Ryx(7)

(B) R,.(0) = Energy ofSignal

(C) Rx(0) = |Rx(7)]

(D) All the above

(26) The Auto correlation function and Power spectral density form
(A) Laplace Transform Pair

(B) Z-Transform Pair

(C) Fourier Transform Pair

(D) All the above

(27) Which are Fourier Transformable pairs?
(A) ESD & ACF for an Energy signal

(B) PSD & ACF for Power signal

(C) Impulse and Constant signal

(D) All the above

(28) Auto correlation function of x(t) = 2Cos(2t)u(t) is
(A) Ry (T) = 285in(271)
(B) R,x(t) = 2Cos(27)
(C) R, (T) = 4Sin(27)
(D) R,(7) = 4Cos(27)

(29) Auto correlation function of x(t) = 2Sin(2t)u(t) is
(A) Ry (T) = 285in(271)
(B) R,x(t) = 2Co0s(271)
(C) R,x(T) = 4Sin(27)
(D) R,x(7) = 4Cos(27)
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem
(25) The process of converting a continuous-time signal into a discrete-time signal is called
(A) Sampling
(B) Quantization
(C) Both (A) & (B)

(D) None of the above

(26) The time interval between any two adjacent samples of sampled signal is
(A) Nyquist Rate

(B) Nyquist Interval

(C) Sampling period

(D) Both (B) and (C)

(27) What is the minimum sampling frequency required for the sampling process with no
distortion, given analog signal x(t) = Cos(100mt) + 6Sin(180mt) is

(A) 100 Hz

(B) 90 Hz

(C) 180 Hz

(D) 360 Hz

(30) A band limited signal with highest frequency content of 1000 Hz is undergoing sampling at
uniform intervals. For recovery of the signal in an unambiguous way, the sampling frequency
should be necessarily greater than

(A) 2000 Hz

(B) 1500 Hz

(C) 1000 Hz

(D) 500

(31) A band-limited signal is sampled at the Nyquist rate. The signal can be recovered by
passing the samples through

(A) High Pass Filter

(B) Low Pass Filter

(C) Band Pass Filter

(D) Band Stop Filter
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Signals and Systems-23EC02 UNIT-IV Correlation and Sampling Theorem

(32) The process of converting an analog signal into a digital signal involves
(A) Sampling

(B) Quantization

(C) Both (A) & (B)

(D) None of the above

(33) Consider the signal m(t) with spectrum M(f) which is sampled with an ideal impulse train

corresponding to sampling frequency fs. The spectrum of resulting sampled signal is

(DFT[ms(©)] = ws D" 8w —nwy)

n=—ow

(BFTms O] = f; ) 6(f =nf)

n=—ow

(O)FT[ms(8)] = % z S(f_%)

n=—o

(D)ALl the above are correct

(49) What is the minimum sampling frequency fs required for no distortion if the maximum

message frequency is fm.

fs = 2fm

(50) Consider the signal m(t) with spectrum M(f) which is sampled with an ideal impulse train

corresponding to sampling frequency fs. The spectrum of resulting sampled signal is

FT[ms(0)] = Z Mw - nws>—fsz M —nfy) = Z (r-75)

n=—x n=-—o n_—oo
(51) What is the minimum sampling frequency fs required for no distortion if the message
signal m(t)=Cos(2nfmt) with fm=50Hz.
fs = 2fm = 2x50 = 100Hz

(52) What is the minimum sampling frequency fs required for no distortion if the message
signal m(t)= Cos(3nfmt) + Cos(2rnfmt)+ Cos(nfmt).

m(t)= Cos(2r(3fm/2)t) + Cos(2n(fm)t)+ Cos(2n(fm/2)t).

Minimum sampling frequency fs=2 x Maximum message frequency

fs = 2( 3fm/2 ) = 3fm
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